CHAPTER THREE

NEURAL NETWORKS APPLICATIONS
3.1 Overview

This chapter presents a brief description of some artificial neural networks applications. The section below provides an understanding of how neural networks are currently being used and the researches area in artificial neural networks. The applications that artificial neural networks cover in this chapter such as language processing, character recognition, servo control and pattern recognition are described briefly. Also there will be a sufficient description about neural networks applications in image compression, and some applications area in medicine and business, also the applications in arts and telecommunications. Last section presents a determination if an application is a neural network candidate and how to determine it.
3.2 How Artificial Neural Networks Are Being Used
Artificial neural networks are undergoing the change that occurs when a concept leaves the academic environment and is thrown into the harsher world of users who simply want to get a job done. Many of the networks now being designed are statistically quite accurate but they still leave a bad taste with users who expect computers to solve their problems absolutely. These networks might be 85% to 90% accurate. Unfortunately, few applications tolerate that level of error.

While researchers continue to work on improving the accuracy of their "creations", some explorers are finding uses for the current technology. 

In reviewing this state of the art, it is hard not to be overcome by the bright promises or tainted by the unachieved realities. Currently, neural networks are not the user interface which translates spoken works into instructions for a machine, but some day they will. Someday, VCRs, home security systems, CD players, and word processors will simply be activated by voice. Touch screen and voice editing will replace the word processors of today while bringing spreadsheets and data bases to a level of usability pleasing to most everyone. But for now, neural networks are simply entering the marketplace in niches where their statistical accuracy is valuable as they await what will surely come.

Many of these niches indeed involve applications where answers are nebulous. Loan approval is one. Financial institutions make more money by having the lowest bad loan rate they can achieve. Systems that are "90% accurate" might be an improvement over the current selection process. Indeed, some banks have proven that the failure rate on loans approved by neural networks is lower than those approved by some of their best traditional methods. Also, some credit card companies are using neural networks in their application screening process.

This newest method of seeking the future by analyzing past experiences has generated its own unique problems. One of those problems is to provide a reason behind the computer-generated answer, say as to why a particular loan application was denied. As mentioned throughout this report, the inner workings of neural networks are "black boxes." Some people have even called the use of neural networks "voodoo engineering." To explain how a network learned and why it recommends a particular decision has been difficult. To facilitate this process of justification, several neural network tool makers have provided programs which explain which input through which node dominates the decision making process. From that information, experts in the application should be able to infer the reason that a particular piece of data is important.

Besides this filling of niches, neural network work is progressing in other more promising application areas. The next section of this chapter goes through some of these areas and briefly details the current work. This is done to help stimulate within the reader the various possibilities where neural networks might offer solutions, possibilities such as language processing, character recognition, image compression, pattern recognition among others.

3.3 Language Processing

Language processing encompasses a wide variety of applications. These applications include text-to-speech conversion, auditory input for machines, automatic language translation, secure voice keyed locks, automatic transcription, aids for the deaf, aids for the physically disabled which respond to voice commands, and natural language processing.

Many companies and universities are researching how a computer, via ANNs, could be programmed to respond to spoken commands. The potential economic rewards are a proverbial gold mine. If this capability could be shrunk to a chip, that chip could become part of almost any electronic device sold today. Literally hundreds of millions of these chips could be sold.

This magic-like capability needs to be able to understand the 50,000 most commonly spoken words. Currently, according to the academic journals, most of the hearing-capable neural networks are trained to only one talker. These one-talker, isolated-word recognizers can recognize a few hundred words. Within the context of speech, with pauses between each word, they can recognize up to 20,000 words.

Some researchers are touting even greater capabilities, but due to the potential reward the true progress and methods involved, are being closely held. The most highly touted, and demonstrated, speech-parsing system comes from the Apple Corporation. This network, according to an April 1992 Wall Street Journal article, can recognize most any person's speech through a limited vocabulary.

This works continues in Corporate America (particularly venture capital land), in the universities, and in Japan.

3.4 Character Recognition

Character recognition is another area in which neural networks are providing solutions. Some of these solutions are beyond simply academic curiosities. HNC Inc., according to a HNC spokesman, markets a neural network based product that can recognize hand printed characters through a scanner. This product can take cards, like a credit card application form, and put those recognized characters into a data base. This product has been out for two and a half years. It is 98% to 99% accurate for numbers, a little less for alphabetical characters. Currently, the system is built to highlight characters below a certain percent probability of being right so that a user can manually fill in what the computer could not. This product is in use by banks, financial institutions, and credit card companies.

Odin Corp., according to a press release in the November 4, 1991 Electronic Engineering Times, has also proved capable of recognizing characters, including cursive. This capability utilizes Odin's proprietary Quantum Neural Network software package called, QNspec. It has proven uncannily successful in analyzing reasonably good handwriting. It actually benefits from the cursive stroking.

The largest amount of research in the field of character recognition is aimed at scanning oriental characters into a computer. Currently, these characters require four or five keystrokes each. This complicated process elongates the task of keying a page of text into hours of drudgery. Several vendors are saying they are close to commercial products that can scan pages.

3.5 Pattern Recognition

Recently, a number of pattern recognition applications have been written about in the general press. The Wall Street Journal has featured a system that can detect bombs in luggage at airports by identifying, from small variances, patterns from within specialized sensor's outputs. Another article reported on how a physician had trained a back-propagation neural network on data collected in emergency rooms from people who felt that they were experiencing a heart attack to provide a probability of a real heart attack versus a false alarm. His system is touted as being a very good discriminator in an arena where priority decisions have to be made all the time.

Another application involves the grading of rare coins. Digitized images from an electronic camera are fed into a neural network. These images include several angles of the front and back. These images are then compared against known patterns which represent the various grades for a coin. This system has enabled a quick evaluation for about $15 as opposed to the standard three-person evaluation which costs $200. The results have shown that the neural network recommendations are as accurate as the people-intensive grading method.

Yet, by far the biggest use of neural networks as a recognizer of patterns is within the field known as quality control. A number of automated quality applications are now in use. These applications are designed to find that one in a hundred or one in a thousand part that is defective. Human inspectors become fatigued or distracted. Systems now evaluate solder joints, welds, cuttings, and glue applications. One car manufacturer is now even prototyping a system which evaluates the color of paints. This system digitizes pictures of new batches of paint to determine if they are the right shades.

Another major area where neural networks are being built into pattern recognition systems is as processors for sensors. Sensors can provide so much data that the few meaningful pieces of information can become lost. People can lose interest as they stare at screens looking for "the needle in the haystack." Many of these sensor-processing applications exist within the defense industry. These neural network systems have been shown successful at recognizing targets. These sensor processors take data from cameras, sonar systems, seismic recorders, and infrared sensors. That data is then used to identify probable phenomenon.

Another field related to defense sensor processing is the recognition of patterns within the sensor data of the medical industry. A neural network is now being used in the scanning of PAP smears. This network is trying to do a better job at reading the smears than can the average lab technician. A missed diagnosis is a too common problem throughout this industry. In many cases, a professional must perceive patterns from noise, such as identifying a fracture from an X-ray or cancer from a X-ray "shadow." Neural networks promise, particularly when faster hardware becomes available, help in many areas of the medical profession where data is hard to read.

3.6 Servo Control

Controlling complicated systems is one of the more promising areas of neural networks. Most conventional control systems model the operation of all the system's processes with one set of formulas. To customize a system for a specific process, those formulas must be manually tuned. It is an intensive process which involves the tweaking of parameters until a combination is found that produces the desired results. Neural networks offer two advantages. First, the statistical model of neural networks is more complex that a simple set of formulas, enabling it to handle a wider variety of operating conditions without having to be retuned. Second, because neural networks learn on their own, they don't require control system's experts, just simply enough historical data so that they can adequately train themselves.
Within the oil industry a neural network has been applied to the refinery process. The network controls the flow of materials and is touted to do that in a more vigilant fashion than distractible humans. 

NASA is working on a system to control the shuttle during in-flight maneuvers. This system is known as Martingale's Parametric Avalanche.Another prototype application is known as ALVINN, for Autonomous Land Vehicle in a Neural Network. This project has mounted a camera and a laser range finder on the roof of a vehicle which is being taught to stay in the middle of a winding road. 

British Columbia Hydroelectric funded a prototype network to control operations of a power-distribution substation that was so successful at optimizing four large synchronous condensors that it refused to let its supplier, Neural Systems, take it out.
3.7 Image Compression
Computer images are extremely data intensive and hence require large amounts of memory for storage. As a result, the transmission of an image from one machine to another can be very time consuming. By using data compression techniques, it is possible to remove some of the redundant information contained in images, requiring less storage space and less time to transmit. Neural networks can be used for the purpose of image compression. 

Neural network architecture suitable for solving the image compression problem is shown below. This type of structure--a large input layer feeding into a small hidden layer, which then feeds into a large output layer, is referred to as a bottleneck type network. The idea is this: suppose that the neural net shown below had been trained to implement the identity map. Then, a tiny image presented to the network as input would appear exactly the same at the output layer. 
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Figure 3.1. Bottleneck-type Neural Net Architecture for Image Compression

In this case, the network could be used for image compression by breaking it in two as shown in the Figure below. The transmitter encodes and then transmits the output of the hidden layer (only 16 values as compared to the 64 values of the original image).The receiver receives and decodes the 16 hidden outputs and generates the 64 outputs. Since the network is implementing an identity map, the output at the receiver is an exact reconstruction of the original image. 
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Figure 3.2. The Image Compression Scheme using the Trained Neural Net


Actually, even though the bottleneck takes us from 64 nodes down to 16 nodes, no real compression has occurred because unlike the 64 original inputs which are 8-bit pixel values, the outputs of the hidden layer are real-valued (between -1 and 1), which requires possibly an infinite number of bits to transmit. True image compression occurs when the hidden layer outputs are quantized before transmission. The Figure below shows a typical quantization scheme using 3 bits to encode each input. In this case, there are 8 possible binary codes which may be formed: 000, 001, 010, 011, 100, 101, 110, 111. Each of these codes represents a range of values for a hidden unit output. For example, consider the first hidden output. When the value of is between -1.0 and -0.75, then the code 000 is transmitted; when is between 0.25 and 0.5, then 101 is transmitted. To compute the amount of image compression (measured in bits-per-pixel) for this level of quantization, we compute the ratio of the total number of bits transmitted: to the total number of pixels in the original image: 64; so in this case, the compression rate is given as bits/pixel. Using 8 bit quantization of the hidden units gives a compression rate of bits/pixel. 
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Figure 3.3. The Quantization of Hidden Unit Outputs 

The training of the neural net proceeds as follows, a 256x256 training image is used to train the bottleneck type network to learn the required identity map. Training input-output pairs are produced from the training image by extracting small 8x8 chunks of the image chosen at a uniformly random location in the image. The easiest way to extract such a random chunk i s to generate a pair of random integers to serve as the upper left hand corner of the extracted chunk. In this case, we choose random integers i and j, each between 0 and 248, and then (i,j) is the coordinate of the upper left hand corner of the extracted chunk. The pixel values of the extracted image chunk are sent (left to right, top to bottom) through the pixel-to-real mapping shown in the Figure below to construct the 64-dimensional neural net input. Since the goal is to learn the identity map, the desired target for the constructed input is itself; hence, the training pair is used to update the weights of the network. 

[image: image4.png]R

om

5

NewiNet

ey

e

Neusi et
Gt
Hoae

55

Prel

— B

a0





Figure 3.4. The Pixel-to-Real and Real-to-Pixel Conversions 


Once training is complete, image compression is demonstrated in the recall phase. In this case, we still present the neural net with 8x8 chunks of the image, but now instead of randomly selecting the location of each chunk, we select the chunks in sequence from left to right and from top to bottom. For each such 8x8 chunk, the output the network can be computed and displayed on the screen to visually observe the performance of neural net image compression. In addition, the 16 outputs of the hidden layer can be grouped into a 4x4 "compressed image", which can be displayed as well.

3.8 Neural Networks in Business

Business is a diverted field with several general areas of specialisation such as accounting or financial analysis. Almost any neural network application would fit into one business area or financial analysis. 

There is some potential for using neural networks for business purposes, including resource allocation and scheduling. There is also a strong potential for using neural networks for database mining that is, searching for patterns implicit within the explicitly stored information in databases. Most of the funded work in this area is classified as proprietary. Thus, it is not possible to report on the full extent of the work going on. Most work is applying neural networks, such as the Hopfield-Tank network for optimization and scheduling. 

3.8.1 Marketing
There is a marketing application which has been integrated with a neural network system. The Airline Marketing Tactician (a trademark abbreviated as AMT) is a computer system made of various intelligent technologies including expert systems. A feedforward neural network is integrated with the AMT and was trained using back-propagation to assist the marketing control of airline seat allocations. The adaptive neural approach was amenable to rule expression. Additionally, the application's environment changed rapidly and constantly, which required a continuously adaptive solution. The system is used to monitor and recommend booking advice for each departure. Such information has a direct impact on the profitability of an airline and can provide a technological advantage for users of the system. [Hutchison & Stephens, 1987] [20].
While it is significant that neural networks have been applied to this problem, it is also important to see that this intelligent technology can be integrated with expert systems and other approaches to make a functional system. Neural networks were used to discover the influence of undefined interactions by the various variables. While these interactions were not defined, they were used by the neural system to develop useful conclusions. It is also noteworthy to see that neural networks can influence the bottom line.

3.8.2 Credit Evaluation

The HNC Company, founded by Robert Hecht-Nielsen [21], has developed several neural network applications. One of them is the Credit Scoring system which increases the profitability of the existing model up to 27%. The HNC neural systems were also applied to mortgage screening. A neural network automated mortgage insurance underwriting system was developed by the Nestor Company. This system was trained with 5048 applications of which 2597 were certified. The data related to property and borrower qualifications. In a conservative mode the system agreed on the underwriters on 97% of the cases. In the liberal model the system agreed 84% of the cases. This is system run on an Apollo DN3000 and used 250K memory while processing a case file in approximately 1 sec.
Loan granting is one area in which neural networks can aid humans, as it is an area not based on a predetermined and preweighted criteria, but answers are instead nebulous. Banks want to make as much money as they can, and one way to do this is to lower the failure rate by using neural networks to decide whether the bank should approve the loan. Neural networks are particularly useful in this area since no process will guarantee 100% accuracy. Even 85-90% accuracy would be an improvement over the methods humans use. 

In fact, in some banks, the failure rate of loans approved using neural networks is lower than that of some of their best traditional methods. Some credit card companies are now beginning to use neural networks in deciding whether to grant an application. 

The process works by analyzing past failures and making current decisions based upon past experience. Nonetheless, this creates its own problems. For example, the bank or credit company must justify their decision to the applicant. The reason "my neural network computer recommended against it" simply isn't enough for people to accept. The process of explaining how the network learned and on what characteristics the neural network made its decision is difficult. As we alluded to earlier in the history of neural networks, self-modifying code is very difficult to debug and thus difficult to trace. Recording the steps it went through isn't enough, as it might be using conventional computing, because even the individual steps the neural network went through have to be analyzed by human beings, or possibly the network itself, to determine that a particular piece of data was crucial in the decision-making process.

3.9 Neural Networks in Medicine

Artificial Neural Networks are currently a 'hot' research area in medicine and it is believed that they will receive extensive application to biomedical systems in the next few years. At the moment, the research is mostly on modelling parts of the human body and recognising diseases from various scans (e.g. cardiograms, CAT scans, ultrasonic scans, etc.). 

Neural networks are ideal in recognising diseases using scans since there is no need to provide a specific algorithm on how to identify the disease. Neural networks learn by example so the details of how to recognise the disease are not needed. What is needed is a set of examples that are representative of all the variations of the disease. The quantity of examples is not as important as the 'quantity'. The examples need to be selected very carefully if the system is to perform reliably and efficiently. 

3.9.1 Modeling and Diagnosing the Cardiovascular System

Neural Networks are used experimentally to model the human cardiovascular system. Diagnosis can be achieved by building a model of the cardiovascular system of an individual and comparing it with the real time physiological measurements taken from the patient. If this routine is carried out regularly, potential harmful medical conditions can be detected at an early stage and thus make the process of combating the disease much easier. 

A model of an individual's cardiovascular system must mimic the relationship among physiological variables (i.e., heart rate, systolic and diastolic blood pressures, and breathing rate) at different physical activity levels. If a model is adapted to an individual, then it becomes a model of the physical condition of that individual. The simulator will have to be able to adapt to the features of any individual without the supervision of an expert. This calls for a neural network. 

Another reason that justifies the use of ANN technology is the ability of ANNs to provide sensor fusion which is the combining of values from several different sensors. Sensor fusion enables the ANNs to learn complex relationships among the individual sensor values, which would otherwise be lost if the values were individually analysed. In medical modelling and diagnosis, this implies that even though each sensor in a set may be sensitive only to a specific physiological variable, ANNs are capable of detecting complex medical conditions by fusing the data from the individual biomedical sensors. 

3.9.2 Electronic Noses

The two main components of an electronic nose are the sensing system and the automated pattern recognition system. The sensing system can be an array of several different sensing elements (e.g., chemical sensors), where each element measures a different property of the sensed chemical, or it can be a single sensing device (e.g., spectrometer) that produces an array of measurements for each chemical, or it can be a combination. Each chemical vapor presented to the sensor array produces a signature or pattern characteristic of the vapor. By presenting many different chemicals to the sensor array, a database of signatures is built up. This database of labeled signatures is used to train the pattern recognition system. The goal of this training process is to configure the recognition system to produce unique classifications of each chemical so that an automated identification can be implemented. 

The quantity and complexity of the data collected by sensors array can make conventional chemical analysis of data in an automated fashion difficult. One approach to chemical vapor identification is to build an array of sensors, where each sensor in the array is designed to respond to a specific chemical. With this approach, the number of unique sensors must be at least as great as the number of chemicals being monitored. It is both expensive and difficult to build highly selective chemical sensors. 

Artificial neural networks (ANNs), which have been used to analyze complex data and to recognize patterns, are showing promising results in chemical vapor recognition. When an ANN is combined with a sensor array, the number of detectable chemicals is generally greater than the number of sensors [22]. Also, less selective sensors which are generally less expensive can be used with this approach. Once the ANN is trained for chemical vapor recognition, operation consists of propagating the sensor data through the network. Since this is simply a series of vector-matrix multiplications, unknown chemicals can be rapidly identified in the field. 

Electronic noses that incorporate ANNs have been demonstrated in various applications. Some of these applications will be discussed later in the paper. Many ANN configurations and training algorithms have been used to build electronic noses including backpropagation-trained, feed-forward networks; fuzzy ARTmaps; Kohonen's self-organizing maps (SOMs); learning vector quantizers (LVQs); Hamming networks; Boltzmann machines; and Hopfield networks. Figure 3.5 illustrates the basic schematic of an electronic nose.
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Figure 3.5. Schematic diagram of an electronic nose

Because the sense of smell is an important sense to the physician, an electronic nose has applicability as a diagnostic tool. An electronic nose can examine odors from the body (e.g., breath, wounds, body fluids, etc.) and identify possible problems. Odors in the breath can be indicative of gastrointestinal problems, sinus problems, infections, diabetes, and liver problems. Infected wounds and tissues emit distinctive odors that can be detected by an electronic nose. Odors coming from body fluids can indicate liver and bladder problems. Currently, an electronic nose for examining wound infections is being tested at South Manchester University Hospital [23]. 

A more futuristic application of electronic noses has been recently proposed for telesurgery [24]. While the inclusion of visual, aural, and tactile senses into telepresent systems is widespread, the sense of smell has been largely ignored. An electronic nose will potentially be a key component in an olfactory input to telepresent virtual reality systems including telesurgery. The electronic nose would identify odors in the remote surgical environment. These identified odors would then be electronically transmitted to another site where an odor generation system would recreate them. 

3.9.3 Instant Physician

An application developed in the mid-1980s called the "instant physician" trained an autoassociative memory neural network to store a large number of medical records, each of which includes information on symptoms, diagnosis, and treatment for a particular case. After training, the net can be presented with input consisting of a set of symptoms; it will then find the full stored pattern that represents the "best" diagnosis and treatment. 

3.9.4 Medical Image Analysis

ANNs are used in the analysis of medical images from a variety of imaging modalities. Applications in this area include tumor detection in ultra-sonograms, detection and classification of microcalcifications in mammograms, classification of chest x-rays, tissue and vessel classification in magnetic resonance images (MRI), x-ray spectral reconstruction, determination of skeletal age from x-ray images, and determination of brain maturation. At Pacific Northwest National Laboratory [25], ANNs are being developed to examine thallium scintigram images of the heart and identify the existence of infarctions. Another project at Pacific Northwest National Laboratory uses ANN technology to aid in the visualization of three-dimensional ultrasonic images.

3.9.5 Medical Diagnostic Aides
The application of ANNs in diagnosing heart attacks received publicity in the Wall Street Journal when the ANN was able to diagnose with better accuracy than physicians. This application is significant because it was used in the emergency room where the physicians are not able to handle large amounts of data.

A commercial product employs ANN technology in the diagnosis of cervical cancer by examining pap smears. In clinical use, this product has proven to be superior over human diagnosis of pap smears.

In the United Kingdom, an ANN used in the early diagnosis of myocardial infarction is currently undergoing clinical testing at four hospitals. At the research level, ANNs are used in diagnosing ailments such as heart murmur, coronary artery disease, lung disease, and epilepsy.

This technology is also being used in the interpretation of electrocardiograms (ECG) and electroencephalograms (EEG).

3.10 Applications in the Arts

We now turn to the artistic uses of NNs. Currently, this is a wide-open field; exploration has just begun in most cases, and we've barely scratched the surface of possibilities.  The ideas below are mostly speculations on what networks could do, the sorts of tasks they could be applied to in the arts, sometimes based on applications that have already been done in scientific or engineering domains, and sometimes just based on imaginative speculation. As such, these ideas are intended to spark people's imaginations further in the search for innovative uses of this powerful and flexible new technology.

The main place where neural networks have been put to creative and artistic use so far is in music, as witnessed by the recent publication of the book, Music and Connectionism (Todd and Loy, 1991) [26].  Several applications have been done in this area, ranging from psychological models of human pitch, chord, and melody perception, to networks for algorithmic composition and performance control.  Generally speaking, the applications here (and in other fields) can be divided into two classes: "input" and "output".  The input side includes networks for recognition and understanding of a provided stimulus, for instance speech recognition, or modelling how humans listen to and process a melody.  Such applications are useful for communication from human to machine, and for artistic analysis (e.g. musicologically, historically) of a set of inputs.  The output side includes the production of novel works, applications such as music composition or drawing generation.  "Input" tasks tend to be much more difficult than "output" tasks (compare the state-of-the-art in speech recognition versus speech production by computers), so most of the network applications so far have focussed on creation and generation of output, but continuing research has begun to address this imbalance.

On the "input" side in musical applications, Sano and Jenkins (1991) [26] have modelled human pitch perception; Bharucha (1991) [26] (and others) have modelled the perception and processing of harmony and chords; Gjerdingen (1991) [26] has explored networks that understand more complex musical patterns; and Desain and Honing (1991) have devised a network for looking at the quantization of musical time and rhythm.  Dolson (1991) [26] has also suggested some approaches to musical signal processing by neural networks, including instrument recognition, generation, and modification.  In this regard, musical applications of networks have much to gain from the vast literature on networks for speech processing (primarily recognition--see Lippmann, 1989) [27].

On the "output" side, several network models of music composition have been devised.  Todd (1991a) and Mozer (1991) [26] use essentially the dynamic sequential network approach mentioned earlier, in which a network is trained to map from one time-chunk of a piece of music to the following time-chunk (e.g. measure N as input should produce measure N+1 as output).  The network's outputs are then connected back to its inputs for the creation phase, and a new measure 1 is provided to begin the network down a new dynamic path, creating one measure after another, and all the while incorporating the sorts of features it learned from its training examples.  In this way, new pieces that have a sound like Bach or Joplin (or a combination of both!) can be created, if the network is first trained on these composers.  But the problems mentioned earlier of lack of higher-level structure emerge, and these compositions tend to wander, having no clear direction, and seldom ending up anywhere in particular.  Approaches for learning and using hierarchical structure are being devised, and Lewis (1991a) [26] describes one such method, in which the inputs to a network, rather than the weights in the network, are modified during a learning stage, to produce an input which has a specified form or character.  Kohonen present still another method of composition, which uses a network-style approach to build up a context-free grammar that models the music examples it's trained on.

Networks can also be used to generate musical performance parameters and instructions, as Sayegh (1991) [26] demonstrates in his paper on a network method for choosing correct chord fingering for a simple melody.  Many other musical performance applications are possible, from synthesizer control to automatic rhythmic accompaniment generators; Todd (1991b) discusses some of these possibilities along with further ideas for musical applications of neural networks.

3.11 Neural Networks in Telecommunications

The IEEE Communications Society is active in developing a list of state-of-the-art topics in communications. Some of these are areas in which neural networks have a rôle, such as signal processing for beam forming, adaptive antennas, consumer communications, radio resource management and mobility management. 

Beam forming employs signal processing in transmitting information over multiple antennas. It is also used for receivers to create steerable arrays. The purpose of beamforming is to minimize interference whether this is caused by fading, reflections or the effects of multi-user interference. If the channel is unknown or is changing, an adaptive antenna system will prove to be an advantage. Adaptive antennas can also offer capacity enhancements or allow higher bit-rates to be used.

Consumer products will soon have the capability of high-speed communications. This requires low cost and low power electronics. However, the domestic environment may not be RF-friendly so that an intelligent and adaptive receiver can improve the throughput without requiring an increase in transmitter power. One such wireless communications standard is Bluetooth; Bluetooth has to compete with IrDA (Infrared Data Association) which is a line-of-sight system, whereas Bluetooth is not.

Wireless systems are demanding higher spectrum efficiency as applications become more bandwidth-hungry. Radio resource management is essential and requires dynamic channel assignment, interference avoidance, propagation prediction and automated planning techniques which are conventional neural network applications. Handoff requires a decision which is similar to a fuzzy logic rule.

When a user moves between a fixed and mobile platform, it will be essential that this user can enjoy the same services and applications transparently. Research continues into intelligent systems to implement dynamic routing, wireless ATM and location prediction.

3.12 How to Determine if an Application is a Neural Network Candidate

As seen by the sections above, neural networks are being successfully applied in a number of areas. Each of these applications can be grouped into two broad categories. These categories offer a test for anyone who is considering using neural networks. Basically, a potential application should be examined for the following two criteria:

1. Can a neural network replace existing technologies in an area where small improvements in performance can result in a major economic impact? Examples of applications which meet these criteria are:

· Loan approvals

· Credit card approvals

· Financial market predictions

· Potential customer analysis for the creation of mailing lists

2. Can a neural network be used in an area where current technologies have proven inadequate to making a system viable? Examples of applications which meet these criteria are:

· Speech recognition

· Text recognition

· Target analysis

(Another example where other technologies failed was in explosive detection at airports. Previous systems could not achieve the FAA mandated level of performance, but by adding a neural network the system not only exceeded the performance, it allowed the replacement of a $200,000 component.)

The most successful applications have been focused on a single problem in a high value, high volume, or a strategically important application.

The easiest implementation of neural networks occurs in solution where they can be made to be "plug compatible" with existing systems. To simply replace an existing element of a system with a neural network eases an installation. It also increases the likelihood of success. These "plug compatible" solutions might be at the front end of many systems where neural networks can recognize patterns and classify data.

3.13 Summary

This chapter demonstrates applications of artificial neural networks in various fields. We have described briefly neural networks applications in language processing, character and pattern recognition, and servo control application. Also we have discussed the neural networks application in image compression and application fields in medicine and business includes some examples, in addition to applications in arts and telecommunication. Finally we have discussed how to determine if the application is a neural network candidate.
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